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History Future
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• Lighthouse projects

• Government sponsored

• Generic workloads

• Often self-supported by 
Academic staff

• Specialized hardware

• Highly specialized 
application

• ROI and reliability
are key

• Data Center support

• Commodity hardware

Split Market
SUSE® HPC

Commercial 
High Productivity 

Computing

Scientific
Top 500-class
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SUSE – Strong in HPC Market!
SUSE® HPC

HIGH PRODUCTIVITY 
COMPUTING

Total
Baker Hughes

Texas Instruments

MULTI- and MANY-CORE 
PROCESSOR SUPPORT

Intel
AMD

TECHNOLOGY

Kernel 3.x
Lustre File System

Ceph storage platform
Highly scalable - up to 

4096 cores

COOPERATION
IBM
SGI
HP
Dell

ACADEMIC 
AND RESEARCH

LRZ / SuperMUC
BSC / MareNostrum

Tokyo Institute of Technology
Beijing Computing Center

NASA

SUSE
Since 1992

Strong 
Presence 
in Top500

Bull
NEC
Cray
Cisco



Market Challenges
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• Commercial customer to enter High Productivity 
Computing

‒ Hidden deployments, no benchmarks done/published

‒ Just enough performance, time to solve is key

‒ Reliability and SLAs are important

‒ Data center approach

Challenge I: Commercialization
SUSE® HPC
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• Adding flexibility and decreasing complexity

‒ Simplify systems management

‒ Off-line application development

‒ Simplified job deployment

‒ Integration with cloud and capacity on demand

Challenge II: Virtualization
SUSE® HPC
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• Move from file system access to object level access
‒ Redevelopment of tools and applications

• Embedded distributed storage (e.g. CEPH)
‒ End of compute and storage silos

‒ CPUs to do what's needed

‒ Maximize CPU utilization

‒ Maximize return on invest

Challenge III: Storage
SUSE® HPC

Compute Nodes Storage Nodes Embedded  Distributed Storage

Past Future



Stack Update
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SUSE Linux Enterprise Server

Network

OFED10G

Storage

OCFS2 NFS

Message Passing Interface
MPI

SGIIntelParastation

GPFS

Hardware

Queuing / Management
Software & Tools

Application

IBRIX

= SUSE Partner= SUSE supported = SUSE future

cephFS

pNFS

pNFS

EXT3 XFS BTRFS

TCP offload

HPC Stack Update
SUSE® HPC

S

MPICH openMPI

Lustre

HP

PBS Pro Moab LSF Bright CM

= SUSE provided
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• SUSE sponsored and developed port

• Current Maintenance Release 2.1
‒ Available for SUSE Linux Enterprise Server 11 SP1 and SP2

• Upcoming Maintenance Release 2.4
‒ Preliminary code available for SUSE Linux Enterprise Server 11 SP2

• Client already accepted by Whamcloud
(http://downloads.whamcloud.com)

http://drivers.suse.com/lustre/

Community – Lustre
SUSE® HPC

http://downloads.whamcloud.com/


Customers & Partners
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Customers and Partners
SUSE® High Performance Computing

Customers

Partners
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• Great support experience
‒ Cooperation for more than 15 years

‒ Backed by SUSE's winning support

• Support for Itanium2 and x86
‒ Smooth migration of old to new system

‒ No additional staff training needed

• Easy deployment methods
‒ SUSE's autoYAST used today

‒ Other SUSE offerings – SUSE Cloud, SUSE 
Manager – considered

SuperMUC – SUSE benefits
SUSE High Performance Computing

“We have relied on SUSE 
Linux Enterprise Server for 
15 years, and have always 
been very satisfied.

The SUSE team is close at 
hand, should we require 
support or guidance.

We have received highly 
competent support over the 
years, and look forward to 
collaborating with them.

 
— Dr. Herbert Huber

Division Head of 
Supercomputing

Leibniz Rechenzentrum
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Visit us at
www.suse.com/products/server/hpc.html

http://www.suse.com/products/server/hpc.html


Kai Dupke
Senior Product Manager
kdupke@suse.com  
www.linkedin.com/in/kaidupke  

mailto:kdupke@suse.com
http://www.linkedin.com/in/kaidupke


Unpublished Work of SUSE. All Rights Reserved.
This work is an unpublished work and contains confidential, proprietary and trade secret information of SUSE. 
Access to this work is restricted to SUSE employees who have a need to know to perform tasks within the scope of 
their assignments.  No part of this work may be practiced, performed, copied, distributed, revised, modified, translated, 
abridged, condensed, expanded, collected, or adapted without the prior written consent of SUSE.  
Any use or exploitation of this work without authorization could subject the perpetrator to criminal and civil liability.

General Disclaimer
This document is not to be construed as a promise by any participating company to develop, deliver, or market a 
product.  It is not a commitment to deliver any material, code, or functionality, and should not be relied upon in making 
purchasing decisions.  SUSE makes no representations or warranties with respect to the contents of this document, 
and specifically disclaims any express or implied warranties of merchantability or fitness for any particular purpose.  The 
development, release, and timing of features or functionality described for SUSE products remains at the sole 
discretion of SUSE.  Further, SUSE reserves the right to revise this document and to make changes to its content, at 
any time, without obligation to notify any person or entity of such revisions or changes. All SUSE marks referenced in 
this presentation are trademarks or registered trademarks of Novell, Inc. in the United States and other countries.  All 
third-party trademarks are the property of their respective owners.


