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Parallel File System 

NVRAM/SSD 

 Infrastructure 

Compute Infrastructure 

>2x the bandwidth of the PFS 

0.02-0.1x the storage capacity of 

the parallel file system 

Software controllers 

De-clustered Raid 

Energy efficient drives 

Practical Performance Limits 

    30-100 MB/sec/drive 

    15K drives in a file system 
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Compute Intensive 

Data Intensive 
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This is HW Centric… Software will be 

the defining disruption 
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Checkpoint/Restart 

Prestage and Drain 

File per process 

& PFS mode 

Data Cache 

Read Only Files 


